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Abstract—We consider a mobile edge computing (MEC)
network supporting low-latency, critical offloading workloads.
The task offloading from the user to the server is operated
under a truncated Hybrid Automatic Repeat reQuest (HARQ)
process, i.e., we consider finite retransmission attempts. Both
the HARQ type-I and type-II schemes are studied. For each
scheme, we first characterize the total error probability and
the total energy cost, while the impact of finite blocklength
(FBL) on the stochastic retransmission behavior is considered.
Following the characterizations, we are interested in optimal
frameworks for each considered HARQ type, where the number
of potential retransmission attempts is optimized together with
the duration of each transmission, while the CPU frequency
at the edge node is adjusted via voltage scaling. The objective
is to minimize the total energy cost with error probability
threshold. We show that the resulting stochastic optimization
problems can be solved by means of convex optimization. We
furthermore demonstrate that sharp minima exist among the
energy consumption, underlying the importance of near-optimal
parameter choice in the studied scenarios. Our results underline
the importance of trading off communication and computational
characteristics in delay-critical MEC setups with FBL codes.

Index Terms—edge computing, finite blocklength, offloading,
retransmission

I. INTRODUCTION

Over the last few years, mobile edge computing (MEC)
has received increasing attention from the research community.
It is characterized by the provisioning of compute resources
in the proximity of applications generating workloads [2],
thus having advantages over cloud computing where compute
resources are pooled in a scalable fashion and subsequently
provided. However, due to the high degree of scalability
involved in cloud computing, it usually cannot be realized with
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spatial proximity. This translates into the main drivers of MEC
in contrast to cloud computing, which relates to lower access
latencies, as well as bandwidth savings towards the backbone,
paired with a different security/privacy profile, which makes
the MEC more likely have a significant impact on public
networked infrastructures over the next decade.

An area that has received less attention so far is the
provisioning of latency-critical services over MEC infrastruc-
tures. From an application point-of-view, two main application
classes stand out that are discussed in relation to MEC. On the
one hand, closed-loop applications are seen as important ap-
plication class with latency constraints. These applications are
characterized by a sensor-controller-actuator data exchange,
and are given for instance in industrial automation scenarios.
However, this data exchange is also the essential principle in
human-in-the-loop systems (like augmented reality, cognitive
wearable assistance) [3] . On the other hand, analytics applica-
tions are seen as an attractive application class for future MEC
systems. In contrast to closed-loop applications, these systems
are based only on a provider-processor data forwarding and
this do not comprise a feedback loop. Analytics applications
can have a wide span of scenarios, for instance predictive
maintenance is an important scenario in various contexts.
Regarding latency constraints, online state-estimation is an
important application case in particular if processes of higher
dynamics are under consideration. In the following, we are
mostly concerned with such analytics applications on the edge,
demanding reliable latency-constrained services.

As with other applications, also in the latency-constrained
case the central challenge in MEC remains the interplay
between the communication and the computation. Efficient
service provisioning is usually addressed through the opti-
mization of energy-efficiency, while on the other hand latency
constraints demand the consideration of specific models espe-
cially on the communication side. In the past, various energy-
efficient offloading schemes have been studied on these issues.
For example, the authors in [4] present offloading schemes
in order to minimize the overall energy consumption in a
delay-sensitive MEC system. Their main contribution relates
to discussing when to offload compute tasks (in contrast to
executing them locally) in combination with corresponding
CPU frequency scheduling schemes executed at the edge node.
This idea is extended in [5] to also take task partitioning
into account. The authors propose an energy-efficient partial
offloading scheme by introducing a task offloading ratio, based
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on which the energy costs of computing parts locally vs. at
the edge can be quantified and subsequently determined to
minimize energy consumption while guaranteeing the stringent
latency requirement. A further contribution in this direction is
provided in [6], where the authors consider a relay-assisted
offloading scenario, and discuss an optimal energy-efficient
framework comprising of offloading via a relay to an edge
node. All of these studies address the tradeoff between the
communication and the computation in MEC systems, but
without considering low-latency, critical offloading. Subse-
quently, data communication is modeled under the idealized
assumption of being arbitrary reliable at Shannon’s capacity,
which strictly speaking holds only in the limit for code words
of infinite length. We refer to this assumption in the following
as the infinite blocklength (IBL) regime. By assuming the
validity of the IBL regime also over finite code words (and
hence finite time spans like communication slots), this has
several simplifying consequences for data offloading to an
edge node. Most importantly, given a certain data size of
an offloadable task, and given a certain channel state of a
wireless link, one can determine an exact (i.e. deterministic)
time span which it takes to offload the task. However, this does
not correspond to reality, where wireless data communication
is always subject to an error probability, and the coding rate
actually determines together with the time slot allocation the
likelihood of such an error.

A more suitable modeling approach of the communication
effects for latency-constrained MEC applications is the finite
blocklength (FBL) regime [7]. In the FBL regime, reliability of
communication becomes a probabilistic function, as transmis-
sion errors possibly occur even when setting the coding rate
below the Shannon capacity. For a MEC offloading scheme
this leads to the possibility of data loss and therefore possibly
subsequent retransmission attempts via Hybird Automatic Re-
peat reQuest (HARQ) [8]–[11]. This more precise modeling
leads to more realistic models of the the MEC network [12]–
[14], while it also introduces additional costs in terms of a
random offloading latency and associated transmission energy
consumption. In the specific context of offloading in latency-
critical scenarios, if the communications requires a relatively
long time (for instance due to multiple transmission attempts)
the edge node needs to finish the computation process more
quickly to meet the end-to-end latency constraint. This re-
quires the compute part to run with a higher CPU frequency
and subsequently costs a higher energy consumption for the
computation. Hence, aiming at the energy efficiency, there
exists a clear tradeoff between the attempted reliability during
the communication phase and the consequences for the com-
putation phase. Intuitively, this tradeoff becomes more relevant
the stricter the latency requirement is, in which case also the
proper modeling by the FBL regime is essential. In related
work on MEC offloading, these aspects are broadly ignored to
date. Nevertheless, recent works in [15]–[17] consider the FBL
impact in the MEC offloading design aiming at minimizing
either the overall error probability or the energy consumption,
while the lengths of the communication and computation
phases are assumed to be constant. To the best of our knowl-
edge, a complementary study addressing the fundamental

tradeoff between the communication and computation phases
in terms of time allocation for offloading time-critical tasks in
MEC networks is still an open issue. More interestingly, when
HARQ is leveraged for the communication phase with FBL
codes, it can be considered as the joint tradeoff between the
length of each single (re)transmission in the communication
phase, the number of HARQ retransmissions, and the length
of computation phase. Therefore, how to address such a three-
way tradeoff should be carefully investigated.

In this work, we study a MEC network that can rely on
either HARQ type-I or type-II schemes for securing the wire-
less communication. The communication phase is operated
with FBL codes, while a delay-critical task is to be offloaded
where the deadline relates to the joint task of communication
and computation. A reliability constraint is given, with which
the system is supposed to successfully complete the offloading
task. For this setting, we consider the optimal time allocation
between the communication and the computation phase in
order to minimize the energy consumption while guaranteeing
the reliability and latency requirements and taking the cost of
NACK into account. For this general set-up we provide the
following contributions:

• We characterize the communication reliability in the FBL
regime and the total energy consumption of considered
network under HARQ type-I and HARQ type-II schemes.
Moreover, the error process and energy consumption of
potential NACKs transmitted back from the edge node to
the terminal are also taken into consideration.

• We provide an optimal framework design minimiz-
ing the expected total energy cost for both HARQ
schemes via jointly allocating the blocklength of a single
(re)transmission and determining the maximal allowed re-
transmission times. For HARQ type-I, we decompose the
original problem. We for the first time rigorously prove
convexity of error probability and energy cost within the
region of interest. Based on these characterizations, we
reformulate the original problem, resulting in an integer
convex problem.

• For HARQ type-II, we provide a novel approach in a
problem-splitting manner based on convexity analysis:
First, we decompose the original problem to non-convex
subproblems. Subsequently, by cutting the feasible dura-
tion of each subproblem into a set of intervals we prove
that the subproblems are convex within each interval,
i.e., each subproblem can be solved by comparing the
locally optimal values of the subproblems over all feasible
intervals. Following the approach, the original problem
can be optimally solved.

• We extend the design to scenarios with a random queuing
delay at the MEC server. We characterize the error
probability and energy cost in such scenarios and prove
that our designs including the proven convexity features
are still valid.

• Simulation results demonstrate that the proposed designs
resolve the essential tradeoff between the reliability and
the energy consumption in the FBL regime. Furthermore,
we show the necessity for investigating the considered
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MEC scenarios in the FBL regime by illustrating the
performance difference compared with the design under
the IBL assumption.

The rest of the paper is organized as follows. Section II
presents the system model. Section III characterizes the error
probability and energy cost for HARQ type-I, and provides the
optimal retransmission scheme design accordingly. Similarly,
Section IV studies the HARQ type-II scheme and proposes an
algorithm achieving an optimal design. We discuss the impact
of queuing delay at the edge node in Section V. We provide
numerical results in Section VI and conclude the work in
Section VII.

II. SYSTEM MODEL

We consider a straightforward MEC network with a user
terminal (UE) communicating to an edge node which is
connected to a base station. At the UE, the state information
is generated periodically. It is supposed to be provided to
the edge node which subsequently executes a time-critical
computation task. For instance, the UE is assumed to be a
sensor which continuously reports time-sensitive information
to the MEC server which executes state estimation logic.
An visualization of the considered system (also including the
timing structure) is provided in Fig. 1.

Fig. 1. Example of the considered system.

The entire task from the sensor generating until updating
the state estimator is assumed to be of a random duration,
which we denote by T . We consider delay-critical tasks, where
the task duration T should be lower than a given threshold
Tmax. This threshold could arise for instance from the high
dynamicity of the observed device/object coupled with safety
requirements. At the same time, the task also has a reliability
requirement, i.e., the overall error probability of the whole
offloading should be lower than a threshold εtot,max.

A. Communication Phase

In the communication phase, the UE transmits a local data
packet (of a sensor reading) with a size of β bits via the
wireless channel from the UE to the server. We consider a
quasi-static channel fading model. Note that the task has a
low-latency requirement such that Tmax is quite short. Hence,
a reasonable assumption is that the channel (including the
pathloss and random fading) is constant during the whole
end-to-end latency/duration of Tmax. Denote by z the gain
of the fading, which is assumed to be perfectly known at

the server side. Then, the signal-to-noise ratio (SNR) of the
received packet at the server is γ = ϕzPue/σ

2
S , where Pue

is the transmit power of the UE, ϕ is the channel pathloss,
and σ2

S represents the noise power. Moreover, the system
utilizes HARQ retransmissions where the first attempt is the
initial transmission and following transmissions are potential
retransmissions. The blocklength (in symbols) of each attempt
is m ∈ Z+, corresponding to a time length of t = mTS ,
where TS stands for the time length of one symbol. Due to
the low-latency constraint, both t and m are required to be
short. Hence, the transmission is possibly erroneous due to
the impact of FBL codes [7]. We consider two typical HARQ
schemes, namely HARQ type-I and type-II.

HARQ type-I scheme is usually applied in low-cost low-
power IoT devices, due to its low complexity. In this work,
we consider an energy efficient ARQ scheme, under which
the receiver detects an error in transmission using the Cyclic
Redundancy Check (CRC). If an error occurs, the erroneous
packet will be simply discarded and a Negative Acknowl-
edgement (NACK) with a fixed and small data size is sent
to the UE within a fixed duration of tk. This NACK might
be subject to a decoding error at the UE in which case the
UE interprets the payload as being correctly received by the
base station, which adds to the overall error probability of
the scheme. In addition, the transmit power of the NACK is
denoted by Ps. After successfully decoding the NACK, the UE
retransmits the entire data packet. This process repeats till the
server successfully decodes the data (without sending ACK)
or the maximal allowed transmission attempts N is reached.
Denote by n the index of the possible transmission attempts
up to N times, i.e., n ∈ N = {1, ..., N}. So, n = 1 indicates
the initial transmission and N = 1 represents the special case
that no retransmission is allowed. Till nth (re)transmission,
nt transmission time has been spent, corresponding to nm
symbols. Specially, it is also possible that the packet is
not conveyed correctly after N attempts. In such case the
communication phase ends immediately and no computation
is carried out.

Different from HARQ type-I, the system with HARQ type-
II does not discard the previously erroneous packet(s) but
combines them with the newly retransmitted one. In other
words, instead of simply repeating the packet as in HARQ
type-I, in HARQ type-II additional coding information is
provided, assuming the receiver to store the previously sent
coded bits. This type of HARQ is also known as Incremental
Redundancy (IR). Recall that the UE only generates the
information once in the beginning of the frame. Therefore,
the retransmission contains the same data size as previous one
that representing the same information. In other words, we
consider a full HARQ-IR scheme, i.e., the coding rate r = β

m
of each (re)transmission is identical.

B. Computation Phase

The state estimator is initialized during the computation
phase if a new sensor reading is successfully received at the
server. To guarantee the stringent latency constraint, the server
resources are reserved for the task-related computation of the



4

UE, i.e., the server is able to execute the task immediately after
successfully decoding the data packet without waiting in the
execution queue. In particular, it is assumed that the CPU fre-
quency f per task can be adjusted via dynamic frequency and
voltage scaling (DVFS) [22] to adopt the requirement of the
current task. However, it can only be scaled up to a maximal
available CPU frequency fmax. we assume that the computa-
tional workload of each estimation task of c computation steps
(in CPU cycles) is fixed. Let t(n)c denote the execution time
in the case that the nth transmission attempt succeeds. Hence,
CPU frequency is chosen according to f (n) = c/t

(n)
c ,∀n ∈ N .

Note that the frequency cannot exceed the maximal available
frequency, i.e., 0 ≤ f (n) ≤ fmax,∀n ∈ N , must hold. For
any n ∈ N , by summing up of both communication and
computation phase, the actual end-to-end latency, i.e., under
the condition that the nth (re)transmission succeeds, is given
by

T = t(n)c + nt+ (n− 1)tk ≤ Tmax, ∀n ∈ N . (1)

C. Problem Statement on Energy Minimization

We aim at providing the optimal retransmission design
which minimizes the total energy consumption Ētot through
determining m and N while guaranteeing that the total error
probability εtot is less than a given threshold εtot,max. This
results in the following optimization problem:

minimize
m∈Z+,N∈Z+

Ētot (2a)

subject to T ≤ Tmax, (2b)

0 ≤ f (n) ≤ fmax, ∀n ∈ N , (2c)
εtot ≤ εtot,max. (2d)

Recall that the computation phase follows immediately after
the successful transmission attempt, if there is any, thus the
fundamental tradeoff lies in the choice of m and N . On the one
hand, the choice of m directly influences the error probability
of each (re)transmission, and therefore leads to a stochastic
retransmission behavior, while the optimal length of m is
influenced by the reliability constraint (2d) under a given N .
In general, larger m and N make the offloading more reliable,
but also introduces higher energy cost for transmissions. On
the other hand, in order to save the computation energy, the
execution time t

(n)
c is preferred to be as long as possible,

i.e., requiring small m and N . In other words, there exists
a tradeoff in term of the time allocation between the commu-
nication phase with stochastic behaviors and the computation
phase which is influenced by such behaviors. For example,
as illustrated in Fig. 2, for the special case of N = 1, m
must be sufficiently long to guarantee the reliability within the
one-shot transmission, which results in a fixed execution time
(if the transmission succeeds). Meanwhile, if setting N too
large, m must be very short to guarantee that the system can
keep carrying out transmission attempts. At the same time,
the length of the computation phase (execution time) is the
remaining time after the random length of the communication
phase.

It should be pointed out that the two HARQ schemes behave
differently, and thus the corresponding system designs are

addressed respectively in the following two sections.

III. PERFORMANCE CHARACTERIZATIONS AND OPTIMAL
DESIGN UNDER HARQ TYPE-I

In this section, we aim at minimizing the (expected) energy
consumption for the considered MEC network under HARQ
type-I. We first characterize the FBL error probability and
the energy consumption model. The optimal design will be
addressed subsequently.

A. Total Error Probability in FBL Regime

The end-to-end error occurs if the data has not been
successfully transmitted before the deadline. In particular,
there are possibly multiple transmissions for each data packet.
Recall that n ∈ N represents the index of a (re)transmission,
i.e., n = 1 indicates the initial transmission and n > 1
indicates a retransmission. For the nth (re)transmission, with
fixed task data size β and blocklength m, the corresponding
coding rate is given by r = β

m . Due to the FBL impact, the
transmission is possible to be erroneous even if the coding rate
is lower than Shannon capacity. We leverage the FBL model
in [7] to characterize this decoding error probability for each
(re)transmission, i.e., the (block) error probability of the nth

(re)transmission is

ε ≈ Q
(√

m
V (γ) (C(γ)− r)loge2

)
, (3)

where C = log2(1 + γ) is the Shannon capacity. In ad-
dition, V is the channel dispersion [21]. Under a complex
AWGN channel, V = 1 − (1 + γ)−2. This closed-form
expression is accurate when the blocklength is larger than 100
and the error probability is higher than 10−7 [19]. In fact,
as shown in [20], the performance gap between (3) and the
actual error probability is insignificant at an error probability
of 10−7 with practical channel coding schemes.

On one hand, the (re)transmission can be erroneous. Denote
by Xn the event that the nth (re)transmission fails. In addition,
denote by εn the error probability of the nth (re)transmission,
i.e., εn = P(Xn = 1). Note that the channel gain z is constant
within T . Due to experiencing independent random noises,
events Xn, ∀n = 0, 1, ..., N are independent. Moreover,
according to (3), the probabilities of these events are the
same, i.e., the error probabilities of the initial transmission
and retransmission are identical, as ε = εn = εk = P(Xn =
1), ∀(n, k) ∈ N . On the other hand, in this work, we consider
a rather realistic assumption that the NACK might also be
incorrectly detected at the UE due to the impact of FBL codes.
Let Yn denote the event that sending nth NACK fails. Then,
it also holds for error probabilities of detecting NACKs vn
that ν = νn = νk = P(Yn = 1), ∀(n, k) ∈ {1, ..., N − 1}.
Especially, although there is no n = 0th transmission or
N th NACK, for the convenience of notation, we define ε0 =
P(X0 = 1) = 1 and νN = P(YN = 1) = 0. Furthermore,
recall that we consider a reliable scenario. To facilitate the
derivation without losing the feature of error probability in
the FBL regime, we treat the error probability εn as one if
it violates a threshold εmax < 0.1. In the next section we
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Fig. 2. Examples of possible retransmission schemes. In the figure, n̂ denotes the number of (re)transmissions till the packet is successfully transmitted.
Obviously, N ≥ n̂ ≥ 1 holds.

will show that if εn > εmax, i.e., the reliability constraint
is violated, the considered problem becomes infeasible. In
other words, the approximation treating εn as one in the
infeasible domain facilities our analytical modeling but does
not influence the achievable system performance.

Following the above notations, we derive the overall error
probability by combining the errors of the data and the NACK
transmission, while distinguishing different choices of N .

Case N = 1: No retransmissons are planned. Therefore, the
error occurs only if the one-shot transmission fails, resulting
in the total error probability εtot,I as:

εtot,I = ε1 = ε, for N = 1. (4)

Case N > 1: Firstly, the initial transmission (n = 1) is
carried out and its error probability (n = 1) is ε. If the error
occurs at n = 1 and the UE successfully decodes the NACK,
the process of the next retransmission starts. In particular, the
error at the server occurs at the nth (re)transmission if one
of the following two events happens: (A) the UE decodes the
NACK of the nth retransmission wrongly (the server receives
nothing in the (n + 1)th retransmission); (B) the NACK is
decoded successfully but the (n+ 1)th retransmission fails.

Clearly, for the first joint event with 1st transmis-
sion, we have P(X1

⋂
Y1 = 1) = εν. Meanwhile, for

the second joint event with 2nd retransmission, we have
P(Y2

⋂
X1

⋂
X2

⋂
Y 1 = 1) = ε2(1 − ν)ν. Similarly, up

to nth retransmission, we have P(Yn

⋂n−1
i=1 Xi−1Y i = 1) =∑n

1 ε
n(1 − ν)n−1ν. Moreover, P(Xn+1

⋂n
i=1 XiY i = 1) =

εn(1 − ν)nε is the probability that all previous NACKs
succeeded but all transmissions failed. As a result, the total
error probability equals the probability of all the maximal
allowed N transmission attempts being failed, which is given
by

εtot,I =

N−1∑
n=1

εn(1− ν)n−1ν + εN (1− ν)N−1, for N > 1.

(5)

B. Weighted Total Energy Cost

The total energy cost within end-to-end latency Tmax con-
sists of three parts: energy consumption of the UE Et,I,
energy consumption at the server for transmitting the NACK
Ek,I and the computation energy consumption at the server
Ec,I. Clearly, Et,I, Ek,I and Ec,I are influenced by the total

transmission attempts n, which generally is a random variable
in the range from 0 to N . In the following, we discuss the
expected/average value of the three factors contributing to the
energy consumption over the distribution of n. For the sake of
clarity, in the rest of this paper, we use symbol E to indicate
a deterministic energy consumption in the notation, while the
expected energy consumption is represented by symbol Ē.

1) Energy Consumption of Data Transmission: Due to the
randomness of the (re)transmission process, i.e., number of
(re)transmissions till the packet being successfully sent is
random, the exact energy consumption is unknown before op-
erating the (re)transmissions. On the other hand, the expected
energy consumption can be characterized according to the
stochastic retransmission behavior. In particular, the expected
energy consumption of the UE Ēt,I depends on the error
probability of NACK and the maximal number of transmission
attempts N. Clearly, the expected energy consumption of either
the initial transmission or a retransmission is given by Et,0 =
tPue + E′

s, where E′
s is the constant energy consumption at

the server for receiving a packet (with a given data size).
Note that the server sends a NACK if the received packet is
incorrectly decoded, while the corresponding retransmission
occurs if the NACK is successfully decoded. Moreover, the
initial transmission is always carried out regardless of N .
Therefore, the expected energy consumption of the (n+ 1)th

retransmission depends on the error probability of the nth

retransmission and the reliability of the nth NACK. Hence,
we have:

Ēt,I = Et,0 + ε(1− ν)Et,0 + ...+ εN−1(1− ν)N−2Et,0

=
∑N−1

n=1
εn(1− ν)n−1Et,0.

(6)
2) Energy Consumption for Sending NACK: Clearly, the en-

ergy cost for sending a NACK is given by Ek,0 = tkPs+E′
ue,

where E′
ue is the constant energy consumption at the UE for

receiving a NACK. If the initial transmission succeeds, no
NACK needs to be sent, i.e., Ek,I = 0. The probability that
the first NACK occurs, equals to the error probability of the
initial transmission. Hence, the expected energy consumption
of the first NACK is εEk,0. Moreover, the second NACK
occurs if the first two (re)transmissions fail while the previous
NACK is detected successfully, i.e., with probability εEk,0.
Similarly, the probability of nth NACK is εn+1(1 − v)n.
Hence, the expected energy consumption Ēk,I in N possible
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(re)transmissions for sending all NACKs is

Ēk,I = εEk,0 + ε2(1− v)Ek,0 + · · ·+ εN (1− v)N−1Ek,0

=
∑N

n=1
εn(1− v)n−1Ek,0.

(7)
3) Computation Energy Consumption: The energy con-

sumption of computation is generally proportional to the work-
loads and the CPU frequency. In this paper, we adopt the non-
linear energy consumption model of computation introduced
in [24], given by Ec,I = κcf2 = κc3t−2

c , where κ is a constant
related to the hardware architecture and tc is the computation
time.

Noting that the computation proceeds immediately, once the
input data is received and the computation phase occupies the
rest of the time slots, the computation time tc depends on
the number of proceeded transmissions n. In particular, the
duration of communication phase (including data transmission
and NACK transmission) is nt+(n−1)tk. Then, the remaining
time for computation after n transmission attempts is given by
t
(n)
c ≤ Tmax − nt− (n− 1)tk. Since Ec,I is a monotonically

decreasing function with respect of tc, the equality should
always hold to minimize the energy consumption. Denote by
E

(n)
c,I the computation energy consumption in the case that the

server decodes the task data successfully in nth transmission
attempt (n = 1 represents the initial transmission). Then, we
have:

E
(n)
c,I = κc3 1

(Tmax−nt−(n−1)tk)2
. (8)

Specially, we define E
(0)
c = 0, which indicates if no packet is

transmitted, the computation will also not be carried out.
It is possible that the first transmission is successful and the

computation starts immediately after the n = 1st transmission
with the possibility of 1 − ε. Moreover, for n > 1 if the
previous n − 1 transmission attempts fail (while the n − 1
times NACKs are correct) and the nth attempt successes, the
corresponding probability is given by εn−1(1− ν)n−1(1− ε),
i.e., with this probability the computation starts after n > 1
(re)transmissions. Combining the above two cases, the ex-
pected energy consumption for computation is

Ēc,I = (1− ε)E(1)
c + ε(1− v)(1− ε)E(2)

c + . . . (9)

+εN (1− v)N (1− ε)E(N)
c

≈ E(1)
c +

∑N−1

n=1
εn+1(1− v)n

(
E(n+1)

c − E(n)
c

)
,

where the approximation in the last step is tight due to the
fact that we consider ultra-reliable scenarios, i.e., ε ≪ 1 and
v ≪ 1 hold, and thus having E

(1)
c + εN−1(1 − v)NE(N) ≫

εN (1− v)NE(N).
The expression can be also interpreted as follows: The

surplus from E
(n+1)
c −E

(n)
c is the extra computational energy

the system has to consume if nth (re)transmission fails and
the computation has to be delayed after next retransmission
including sending both NACK and data, which leads to shorter
available computation time. However, the next retransmission
does not guarantee the success of decoding. Therefore, the
total computational energy consumption is the sum of all such

surpluses up to N−1 (re)transmissions (if N th retransmission
fails, no computation will be carried out, i.e., no energy
consumption.).

So far, we have derived the expected energy consumption
for task transmission, NACK and computation. To further rep-
resent the different capacity of energy from different source,
we consider a weighted total energy cost (within T ) Ētot

instead of the absolute value of energy consumption, which
can be written as

Ētot,I = αtĒt,I + αkĒk,I + αcĒc,I, (10)

where αt, αk and αc are the non-negative weights for
the energy consumption of (re)transmissions, sending NACKs
and computation, respectively. Then, Ētot,I takes the energy
intensity1 from different sources into account.

C. Optimal Retransmission Scheme Design under HARQ
Type-I

Following the above characterizations, we provide in this
subsection a retransmission scheme design for the considered
network under HARQ type-I by optimally determining the
blocklength of a single (re)transmission m and the maximal
allowed transmission attempts N .

1) Problem Formulation: Our objective is to minimize
expected total energy cost Ētot,I while guaranteeing the given
reliability requirements. In particular, the server should have
sufficient time tc to compute the task within the end-to-end
latency constraint Tmax even in the worst-case scenario, where
the task data is received just after N transmission attempts.
Moreover, recall that the overall error probability needs to be
lower than εtot,max

2. Furthermore, it is trivial to show that the
equality should be hold for the inequality constraint (2b), in
order to obtain the optimal solution. Combing with the CPU
frequency constraint (11c), the original problem in (2) can be
reformulated as

minimize
m∈Z+,N∈Z+

Ētot,I (11a)

subject to t(n)c + nt+ (n− 1)tk = Tmax, ∀n ∈ N ,
(11b)

c

fmax
+Nt+ (N − 1)tk ≤ Tmax, (11c)

εtot,I ≤ εtot,max (11d)
2) Optimal Solution: We solve Problem (11) in the fol-

lowing three steps: We firstly determine the maximal possible
transmission attempts Nmax, which is the upper bound of N
that are feasible for the original problem. Next, we decompose
the original problem given in (11) into Nmax subproblems, i.e.,
corresponding to each feasible value of N ∈ {1, 2, ..., Nmax}.
Moreover, we characterize the subproblems and based on that,

1Note that the UE is possible to be battery-enabled and the MEC server is
usually connected to the grid. Hence, the UE is possible to be more sensitive
to the energy cost. This is the motivation of introducing αt, αk and αc.

2Note that to support a reliable transmission, the link SNR cannot be
extremely low. Hence, the extreme low SNR cases with γ ≥ γth < 0dB
are out of scope in this design, i.e., operating the system with such low SNR
means just wasting the energy.
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we reformulate the original problem to be a solvable integer
convex problem. The details of the three steps are given as
follows:
Step 1: Decomposition of Problem (11): Since N is a
positive integer and upper-bounded by Nmax, there exists
Nmax possible outcomes with respect to the retransmission
events of the frame. For a given N ∈ {0, 1, .., Nmax}, we
have the following subproblem:

minimize
m

Ētot,I (12a)

subject to (11b), (11c) and (11d).
Without constraints, Nmax is an unbounded integer resulting

in infinite subproblems. However, the maximal number of
retransmissions is restricted due to the limited server com-
putation power fmax. By combining the constraints (11b)
and (11c), we obtain an upper bound for Nmax:

Nmax ≤ ⌊
Tmax − c

fmax
− t

t+ tk
⌋, (13)

where⌊·⌋ is the floor function.
Step 2: Determining Optimal Solution of Subproblem (12):
For a given N , we first relax the integer constraint to m ≥ 0.
Subsequently, we have the following key lemma to handle
Subproblem (12).

Lemma 1. The total error probability εtot,I is convex in the
relaxed blocklength m ≥ 0.

Proof. Since ν and tk are fixed, we can obtain t
(n)
c as a

function of t, according to (11b):
t(n)c = max{Tmax − nt− (n− 1)tk, 0}. (14)

To show the convexity of εtot,I in m, we show necessary
conditions for the second derivative. For N = 1, we have
∂2εtot,I
∂m2 = ∂2ε

∂m2 . In addition, for N ≥ 2, we have

∂2εtot,I
∂m2

=
∂2ε

∂m2
ν +

N∑
n=2

n

(
(n− 1)εn−2

(
∂ε

∂m

)2

+εn−1 ∂2ε

∂m2

)
+N(N + 1)εN−1(1− ν)N

∂2ε

∂m2
.

(15)
As shown in our previous work [23], ∂2ε

∂m2 ≥ 0 holds. Hence,
the overall error probability εtot,I is convex in m for both the
cases of N = 1 and N ≥ 2.

Lemma 1 implies that the exponent of error probability
εn,∀n ∈ N, is convex in m. This characterization can be
utilized in any FBL scenarios that involve εn, as well as
the polynomial

∑
εn, e.g., for average age-of-information

(AoI) minimization [25]. Moreover, it also indicates that
constraint (11d) actually results in a convex feasible set for
m in Subproblem (12). Note that the other constraints are
linear. Subproblem (12) is convex if the objective Ētot,I is
also convex in m, which is addressed in the following lemma:

Lemma 2. The total energy cost Ētot,I is convex in the relaxed
blocklength m ≥ 0.

Proof. Recall that Ētot,I consists of three parts, i.e., Ētot,I =

αtĒt,I + αkĒk,I + αcĒc,I. In the following, we prove the
convexity of each part respectively.

We start with Ēt,I and have

∂2Ēt,I

∂m2
= Pue

(
(1− v)A

+

N∑
n=2

(1− v)
n
n(n− 1)εn−2

(
∂ε

∂m

)2

+ nεn−1(1− v)nA
)
,

(16)

where A = ∂2ε
∂m2 t+ 2 ∂ε

∂m . Clearly, ∂2Ēt,I

∂m2 ≥ 0 if A ≥ 0.
Note that V ≤ 1, m ≥ 1 and t = mTS . Hence, we have

A =

(
∂2ε

∂m2
t+ 2

∂ε

∂m

)
·
√

m

V

(
(C − β/m)(C + β/m)

2

4V m2
−

3C + β
m

4m2

)
≥ B

m3
,

(17)

where B = C3m3+(C2β−3C)m2−(Cβ2−3β)m−β3 is a
third degree polynomial with the greatest root m = β

C . Since
ε < εmax ≪ 1, it holds C > β

m for the transmission. In other
words, the polynomial B is always positive (negative) when
the first derivative of B is positive (negative) in the feasible
regime. We thus have

∂B

∂m
= 2C2βm− Cβ2 + 3β + 3Cm(C2m− 3)

≥ 2Cβ2 − Cβ2 + 3β + 3Cm(C2m− 3)

≥ 0.

(18)

Hence, B ≥ 0 holds. According to (17), A ≥ 0 also holds.
As a result, ∂2Ēt,I

∂m2 ≥ 0, i.e., Ēt,I is convex in m.
Secondly, for Ēk,I we have

∂2Ēk,I

∂m2
=

∂2ε

∂m2
Ek,I+

N∑
n=1

n(n− 1)εn−2(
∂ε

∂m2
)
2

+nεn−1 ∂2ε

∂m2

As shown in [23], ∂2ε
∂m2 ≥ 0 holds. It is clear that ∂2Ēk,I

∂m2 ≥ 0,
which proves the convex of Ēk,I to m.

∂2Ēc,I

∂m2
=
∂2E

(0)
c,I

∂m2

+

N∑
n=1

[(
n(n− 1)εn−2

(
∂ε
∂m

)2
+nεn−1 ∂2ε

∂m2

)
D

(n)
1

−2nεn−1 ∂ε

∂m
D

(n)
2 +εnD

(n)
3

]
,

(19)
Finally, we study the convexity of Ēc,I regarding m.

The second order derivative of Ēc,I to m is given in (19)
on the top of next page, where D

(n)
1 = E

(n)
c,I − E

(n−1)
c,I ,

D
(n)
2 =

∂E
(n)
c,I

∂m − ∂E
(n−1)
c,I

∂m and D
(n)
3 =

∂2E
(n)
c,I

∂m2 − ∂2E
(n−1)
c,I

∂m2 . As
proven previously, ε is a convex and monotonically decreasing
function with respect to n, i.e., ∂ε

∂m < 0 and ∂2ε
∂m2 ≥ 0. In

particular, we have
∂2E

(0)
c,I

∂m2 = 6(T −mTS)
−4 ≥ 0. Therefore,
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all the terms besides D
(n)
i ,∀i ∈ {1, 2, 3} in (19) are non-

negative, i.e., to determine the convexity of Ēc,I is to determine
the sign of D(n)

i .

For D(n)
1 , we have

D
(n)
1 = 1

(T−nt−(n−1)tk)2
− 1

(T−(n−1)t−(n−2)tk)2

≥ 1
(T−nt−(n−1)tk)2

− 1
(T−nt−(n−1)tk)2

= 0.
(20)

Similarly, it is easy to show that D(n)
2 ≥ 0 and D

(n)
3 ≥ 0

also hold by exploiting n+ 1 ≥ n to carry out the inequality
chains. As a result, we have ∂2Ēc,I

∂m2 ≥ 0.

So far, we have proven that Ēt,I, Ēk,I and Ēc,I are convex in
m. As αt, αk, αc are non-negative, Etot,I = αtĒt,I+αkĒk,I+
αcĒc,I is also convex in m.

Lemma 2 implies that the objective function of Problem
(13) is also convex. Moreover, since the proof of Lemma 2
is conducted by proving the convexity of Ēt,I, Ēk,I and Ēc,I,
respectively, the value of α does not influence the validity
of Lemma 2. In other words, the energy cost of the pure
communication or computation phase are also convex in m.

Step 3: Reformulation of the Original Problem (11):
According to Lemma 2 and the upper bounds Nmax, we can
reformulate the original problem as

minimize
m≥0,N

Ētot,I (21a)

subject to N ≤ ⌊
T − c

fmax
− t

t+ tk
⌋, (21b)

(11b), (11c) and (11d).
With Lemma 1 and 2, the objective function and all constraints
are either affine or convex. Hence, Problem (21) is a mixed
integer convex problem with a relaxed of m, which can be
handled by solving Nmax convex subproblems and comparing
the resulted Nmax optimal values. This approach has a com-
putational complexity of O(Nmax) [26]. Denote by m◦ the
relaxed optimal solution of m and by N∗ the global optimal
solution of N . The integer solution of m∗ that achieving the
global optimum is obtained by comparing all possible integer
neighbours, i.e.,

m∗ = arg max
m∈{⌊m◦⌋,⌈m◦⌉}

Ētot,I(N
∗) (22)

Remark: As a comparison, if we consider the IBL regime
(where transmissions are arbitrarily reliable at Shannon’s ca-
pacity), the decoding error probability, denoted by εIBL, does
not depend on the blocklength as long as r(m) < C. Then,
the solution to Problem (11) becomes quite straightforward.
In particular, we have m∗

IBL = ⌈ k
C ⌉ and N∗

IBL = 1, i.e.,
without retransmission due to the AWGN channel. However, it
should be pointed out that under the FBL regime such an IBL-
optimal allocation becomes inaccurate when the blocklength of
the transmissions is short, which we show later via numerical
simulation.

IV. PERFORMANCE CHARACTERIZATION AND OPTIMAL
RETRANSMISSION SCHEME DESIGN UNDER HARQ

TYPE-II

In this section, we study the network performance under
HARQ type-II. We first investigate the error probability by
exploiting the performance bound of HARQ type-II. Based on
the error probability, we characterize the energy consumption.
Similar to the design of HARQ type-I, we provide the optimal
design and propose an algorithm accordingly.

A. Total Error Probability in FBL Regime

Recall that failed decoded packets under HARQ type-II
are kept at the receiver, which will be combined with the
packet from the next retransmission to enhance the reliability
until reaching the maximal allowed transmission attempts or
being successfully decoded. Therefore, the effective block-
length after the nth (re)transmission m(n) is the sum of
all previous transmissions, i.e., m(n) = nm. We denote by

ε(n) = P(
n⋃
XnYn = 1) the joint error probability of all the

n (re)transmissions. Since m(n) ≥ m(k), where n ≥ k ∈ N ,
it always holds that XnYn ∈ XkYk if the blocklength is
infinite. In the FBL regime, the exact expression of the total
error probability seems however intractable. To address this
issue, we adopt an approximation3 applied in [9], where
ε(n) is approximated by the probability that error occurs up
nth (re)transmission εn with blocklength m(n). The error
probability of nth (re)transmission εn up to previous n − 1
failed transmissions is given by [9]:

εn = Q

(√
m(n)

V (γ)
(C(γ)− β/m(n))

)
. (23)

As a result, the total error probability with HARQ type-II
is approximated as

εtot,II = ε(N) ≈
{

εN if N = 1,
(1− v)εN + vN otherwise.

(24)

The approximation is accurate for any v ≪ εN and
the performance mismatch between the approximation and
the exact expression is up-bounded by

∑N−1
n=1 vn while it

coincides with (23) if we ignore the impact of NACK.

B. Weighted Total Energy Cost

Similar to HARQ type-I, the weighted total energy cost with
HARQ type-II, denoted by Etot,II, is decomposed into three
parts: the energy consumption of data transmissions Et,II, the
energy consumption for transmitting NACKs Ek,II and the
energy consumption of the computation Ec,II. For N > 1, the
energy consumption of a single (re)transmission remains the
same as Et,0. Therefore, the expected energy consumption of
data (re)transmission with HARQ type-II is:

Ēt,II =

N∑
n=1

ε(n−1)Et,0. (25)

3Although block-fading channels are considered in [9], it has been shown
via numerical evaluation in [12] that the approximation provided in [9]
regarding HARQ Type-II is tight also for AWGN channels (with constant
channel gains).
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Especially, we define ε(0) = 1 to facilitate the theoretical
analysis in modelling the energy cost. In addition, the expected
energy cost for transmitting NACKs is given by:

Ēk,II =

N−1∑
n=1

ε(n−1)Ek,0. (26)

Regarding the computation, it will be carried out once
the data transmission is successful. Since the computa-
tional energy consumption depends on the correctness of the
(re)transmission, i.e., it can be calculated by averaging over
all possible (re)transmission correctness combinations, which
can be written as:

Ēc,II =

N∑
n=1

(
ε(n−1) − ε(n)

)
E(n)

c

≈
N∑

n=1

ε(n−1)

(
E(n)

c − E(n−1)
c

)
.

(27)

C. Optimal Retransmission Scheme Design under HARQ
Type-II

In this section, we provide the optimal retransmission
scheme for the considered network under HARQ type-II. In
particular, we minimize the total energy cost by determining
the optimal blocklength of each (re)transmission m and the
maximal allowed retransmission attempts N .

1) Problem Formulation: The objective of the design here
is also minimizing the weighted total energy cost Ētot,II, as
introduced in (10). Under HARQ type-II, it is expressed as:

Ētot,II = αtĒt,II + αkĒk,II + αcĒc,II. (28)

Similar to Problem (21), the problem for the design of
HARQ type-II scheme is formulated as

minimize
m,N

Ētot,II (29a)

subject to (11b), (11c), (11d) and (21b).
2) Decomposing Problem (29): Following the methodology

of handling Problem (11), we solve Problem (29) by decom-
posing it into Nmax subproblems with given N . In particular,
for a given N , the subproblem is expressed as:

minimize
m

Ētot,II (30a)

subject to (11b), (11c), (11d) and (21b).
We address the subproblem in the following way. First, we

relax the interger constraint as m ≥ 0. Subsequently, we have
the following key lemma, which provides the convexity of total
error probability under HARQ type-II εtot,II.

Lemma 3. The total error probability with HARQ type-II,
denoted by εtot,II, is convex in the relaxed blocklength m ≥ 0.

Proof. We show the convexity of εtot,II in m by showing that
second derivative of that is positive. First, for N > 1, we have

∂2εtot,II
∂m2

= (1− v)N2 ∂
2εN
∂m2

≥ 0. (31)

Since the second derivative of both cases with and without
HARQ type-II in Lemma 1 for N = 1 coincide, we can also
show that it is non-negative. Hence the overall error probability
with HARQ type-II εtot,II is convex in m.

Next, we characterize the objective of Problem (30). Differ-
ent from the HARQ type-I case where Ētot,I is convex in m,
the expected energy cost Ētot,II of HARQ type-II (the same as
its relaxation to m) is a non-convex non-concave function with
respect to m. To tackle this issue, we first relax the constraint
as m ≥ 0. Then, we divide the feasible blocklength of m
into N intervals. The interval of dom fn, where n ∈ N , is
defined by [mcut,N−n, mcut,N−n+1), which can be obtained
as follows:

mcut,n =


0 if n = 0,
T
TS

if n = N,

ε−1
n (εmax) otherwise.

(32)

where ε−1
n (·) is the inverse function of εn and εmax

is the error probability threshold of single (re)transmission.
mcut,n represents the blocklength of the transmission after
the nth (re)transmission, which exactly satisfies the equality
of (11d). Since εn(m) is a monotonic function with respect
to m, ε−1

n (εmax) is also unique for each n. Note that we
treat/approximate εn being higher than εmax as one. Therefore,
in dom fn, it holds that εk = 1, if k < n and εn = 1. As a
result, we can further decompose the Problem (30) with the
given N into another N subproblems. For each dom fn, such
subproblem is given by:

minimize
m ≥ 0

Ētot,II (33a)

subject to mcut,N−n ≤ m < mcut,N−n+1, (33b)
(21b), (11b), (11c) and (11d).

We hence have the following lemma:

Lemma 4. The expected energy consumption under HARQ
type-II Ētot,II is convex in the relaxation of blocklength m ≥ 0
within each dom fn, n ∈ N .

Proof. Recall that Ētot,II consists of three parts, namely Ēt,II,
Ēk,II, Ēc,II. As the energy consumption from different sources
are weighted with different factors, the convexity of Ētot,II can
only be ensured if all the three parts are convex. To this end, in
following, we consider an arbitrary n ∈ N and we prove the
convexity of each part within dom fn, respectively. Note that
we consider εn′ = 1 if a given threshold εmax is not fulfilled.
Therefore, it holds that εn′ ≥ εk, if n′ < k. For the energy
consumption of sending NACKs Ēk,II, we have

∂2Ēk,II

∂m2
=

N−1∑
n=n′+1

n2(1− v)n−1 ∂
2εn−1

∂m2
n−1

Ek,0 ≥ 0. (34)

Next, for the energy consumption of data-(re)transmission
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Ēt,II we have:
∂2Ēt,II

∂m2
=

N−1∑
n=1

(1− v)
n
Pue

(
∂2εn−1

∂m2
m+ 2

∂εn−1

∂m

)

=

N−1∑
n=n′+1

Kn

(
∂Wn−1

∂m
Gn−1 −

∂2Wn−1

∂m2

)
,

where Kn = (1− v)
n
Puet exp

(
−Wn−1

2

)
and Gn−1 =

C2m2
(n−1)−β2−2Vm2

(n−1)

2Vm . By investigate the root of the numer-

ator, we have m+
n−1 =

√
C2β2+V 2+V

C2 ≤ β
C + 2V

C ≈ β
C ≤ m,

where m+
n−1 is the only positive root of the numerator. The

approximation holds due to that the blocklength is always
greater than 1 in the FBL regime and 2V

C is smaller than 1 for
the reliable transmission. It implies that for any m in dom fn,
we have Gn−1 ≥ 0. Furthermore, we also have Kn ≥ 0

and−∂2Wn−1

∂m2 =
√

m(n)

V

(
C + 3β

m(n)

)
1

4m3
(n)

≥ 0. Hence, Ēt,II

is convex in m.
Finally, for the energy consumption of computation Ēc,II,

we have:
∂2Ēc,II

∂m2
=
∂2E

(0)
c,I

∂m2
+

n′∑
n=1

D
(n)
3

+

N−1∑
n=n′+1

[(
∂2εn
∂m2

)
D

(n)
1 −2

∂εn
∂t

D
(n)
2 +εnD

(n)
3

]
,

(35)
As we showed in Lemma 2, D(n)

1 , D(n)
2 and D

(n)
3 are all non-

negative for any (n+ 1)t ≤ T − ntk. Hence, Ēc,II is convex
in m. We have showed all three parts of Ētot,II are convex in
m within any dom fn. As a result, Ētot,II is also convex in
m within any dom fn.

In fact, those analytical findings can be observed implicitly
in the numerical simulations in [12],[14]. More interestingly,
the convexity does not hold outside of each dom fn. In other
words, this characterization cannot be directly utilized with
original problem. Therefore, we propose a novel approach to
solve this problem as follows.

3) Determining the Optimal Solution of (30): Note that
Lemma 4 only holds within the targeted interval instead of
the whole feasible set of m. We need to calculate the optimal
solution of Subproblem (33) within each of the N feasible
intervals. Then, by comparing the N optimal values of
Subproblem (33), we obtain the global optimal solution from
Subproblem (30).

Combining with the decomposition process to the original
problem, we introduce an algorithm to obtain the optimal
solution to the original Problem (29), where the flow of the
algorithm is described as follows. First of all, we choose an
initial N ≤ Nmax and determine mcut,n, where n ≤ N , which
is calculated by the inverse function of εn with respect to
the error probability threshold εmax. Then, we solve Subprob-
lem (33) for a given N according to Lemma 4 in each dom fn.
We denote by Ē◦

n,N the optimal result and m◦
n,N the corre-

sponding solution. Subsequently, we compare all N optimal
results and select the minimal one as the optimal solution of
Subproblem (33) for the given N, i.e., ĒII,N = min

n
Ē◦

n,II and

Algorithm 1 Algorithm for Joint Design under HARQ Type-II
1: for N = 1 : Nmax do
2: for n = 1 : N do
3: calculate mcut,N−n and mcut,N−n+1 according

to (32).
4: Let dom fn = [mcut,N−n, mcut,N−n+1).
5: solve min

m
Ētot,II according to Lemma 4, denote the

solution by m◦
n,N and result by Ē◦

n,N .
6: end for
7: Let ĒN = min

n
Ē◦

n,N and corresponding mN = m◦
n∗,N ,

where n∗ = argmin
n

Ē◦
n,N .

8: end for
9: Let Ē◦

tot,II = min
n

ĒN and corresponding m◦ = mN∗ ,

where N∗ = argmin
N

Ē∗
N .

10: Calculate m∗ according to (36).
11: return Ē∗

tot,II = Ētot,II(N
∗,m∗) as optimal result, m∗

and N∗ as optimal solutions.

mII,N = m◦
n∗,N , where n∗ = argmin

n
Ē◦

n,N . Note that it is
possible that there is no feasible solution for the optimization
problem. To address this, we set Ē◦

II,n to an extreme high
value E∞ and m◦

n∗,N = 0 if the problem is infeasible. Next,
we compare total Nmax results from the subproblems and
select again the minimal result as the optimal of original
problem, i.e., Ē◦

tot,II = min
N

ĒII,N and m◦ = mN∗ , where

N∗ = argmin
N

ĒII,N . Finally, we obtain the optimal solution
m∗ via comparing the integer neighbours of m◦, i.e.,

m∗ = arg max
m∈{⌊m◦⌋,⌈m◦⌉}

Ētot,II(N
∗), (36)

where m∗ is the optimal blocklength of a single
(re)transmission and N∗ is the optimal number of allowed
transmission attempts. We provide the flow of the algorithm
as Algorithm 1. The algorithm solves essentially maximal
N2

max convex problems and sorts the results, which leads to
the computational complexity O

(
N2

max log(N
2
max)

)
.

V. EXTENSION TO SCENARIOS WITH RANDOM QUEUING
DELAY AT THE MEC SERVER

Recall that we consider a MEC scenario, where the of-
floaded task from UE is continuously generated and its results
are vital for the system, e.g., state estimation logic. Therefore,
the server reserves a slice of computational resources (e.g.,
dedicated virtual machine) for the tasks while the rest of the
resources are used to provide computation services for other
UEs with lesser important tasks. However, in some scenarios,
the computation resource is shared among UEs, instead of
dedicated to a single UE. In particular, assume that the server
is only able to provide the computational service for one
task at the time and the rest in the queue follows the first-
come first-serve (FCFS) policy, i.e., the offloaded task is only
executed if all previous tasks are finished. We denote by tq the
random waiting time of the offloaded task in the server’s queue
(queuing delay). In addition, to describe the randomenss, its
probability density function (PDF) and cumulative distribution
function (CDF) are denoted by ftq(·) and Ftq(·), respectively.
Then, the end-to-end latency requirement in (1), i.e., the
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task execution should be finished before the deadline, can be
rewritten as:

T = tq + t(n)c + nt+ (n− 1)tk ≤ Tmax, ∀n ∈ N . (37)
In the following, we investigate the impacts of involving
this tq in our analytical model and design in the previous
sections, including the computation error model, the energy
cost model, and more impotently on the convexity of the
modified optimization problem of the design.

A. Computation Error

First, having such a random queuing delay, the computation
is no longer always a reliable process. In other words, the
delay-violation errors possibly occur, when the random queu-
ing delay makes the rest of time (till the delay constraint) to
be insufficient for the task execution. To facilitate the notation,
we further define:

t(n)r = Tmax −
κc2

fmax
− nt− (n− 1)tk, ∀n ∈ N , (38)

as the maixmal remaining computation time after nth transmis-
sion attempt without violating the end-to-end delay require-
ment. Therefore, the computation error probability after nth

successful transmission attempt ε(n)comp is given by:
ε(n)comp = P

(
tq > t(n)r

)
= 1− Ftq

(
t(n)r

)
, ∀n ∈ N . (39)

Without loss of generality, tq could follow any possible
random distribution. Since the task is mission-critical, the
system demands an extremely low computation error, i.e., low
end-to-end delay violation probability. Therefore, it should
fulfill that 1 ≫ ε

(N)
comp ≫ ε

(N−1)
comp ≫ · · · ≫ ε

(1)
comp. In

other words, it is more likely to violate the deadline if we
spend more time resources for transmission attempts. In such
cases, the computation error after N th transmission attempt
always dominates other occurrences while keeping a low error
probability, i.e., εcomp ≈ ε

(N)
comp ≪ 1. Moreover, we adopt the

extreme value theory (EVT) model4 [29], which is able to
characterize the tail distribution of ε. In particular, we denote
X = max{t(N)

r − tth, 0} as the exceedance of waiting time
tolerance, where tth is a sufficiently high threshold. Then,
according to [28], if the threshold tth closely approaches
F−1
tq (1), the conditional CDF of the exceedance X is given

by:
FX|tr>d(x) = P(tr − d ≤ x|tr > tth) ≈ G(x;σ, ξ)

=

 e−x/σ, if ξ = 0,

1−
(
1 + ξx

σ

)− 1
ξ

, otherwise,

(40)

where G(x;σ, ξ) is the generalized Pareto distribution, which
can be characterized by its parameters σ and ξ. Based on
above characterizations, the computation error probability with
maximal remaining time t

(N)
r and the threshold tth can be

written as:
εcomp =

(
1− Ftq(d)

)(
1−G(max{t(N)

r − tth, 0};σ, ξ)
)
.

(41)

4Compared to the pioneering work [28], which leverages EVT to charac-
terize the MEC queuing behavior, we further assume that the distribution is
unbounded, i.e., ξ > − 1

2
. In other word, there is always a possibility the

queue may be overloaded.

Importantly, the validity of above expression does not depend
on any specific task distribution model [29].

Unlike the originally considered scenario, where only FBL
communications contribute to the error performance, the task
in the current system could fail either due to the data lost
during transmission or the computation duration violating
the end-to-end delay requirement. Therefore, the total error
probability for current system is as follows:
εtot,q = εcomp+εcomm−εcompεcomm ≈ εcomp+εcomm. (42)

Specially, the communication error probability is defined
according to (5) or (25) depending on the HARQ type,
respectively.

B. Energy Consumption

The CPU frequency has to adopt the queuing delay as
long as it does not exceed fmax. Therefore, the computation
energy consumption in the case that the server decodes the
data successfully in the nth transmission attempt is given by:
E

(n)
c,q =

∫ t(n)
r

0
κc3

(Tmax−nt−(n−1)tk−τ)2 ftq(τ)dτ, ∀n ∈ N . (43)
In this way, the expected energy consumption for computation
Ēc,I and Ēc,II in (10) and (28) are still valid without any
reformulation while the energy consumption of transmission
and feedback are also not influenced by tq. It should be pointed
out that if we let tq be constant or zero, our original system
model also holds via replacing Tmax with T̄max = Tmax − tq.

C. Convexity Revisiting

However, the above modifications on the energy model and
error model may also influence the convexity of the optimiza-
tion problem. In particular, the convexity characterizations of
the total error probability (provided in Lemma 1 and Lemma
3) and the total energy cost (provided in Lemma 2 and Lemma
4) should be revisited. In fact, based on the analytical results
of Lemma 1 and Lemma 3, we can also show the convexity
of the (modified) total error probability in this queuing impact
case with the following corollary:

Corollary 1. The total error probability with the consideration
of the queuing at the MEC node is still convex within the
feasible set of (13) and the interval of dom fn of (34),
respectively.

Proof. The total error probability εtot,q is a sum of com-
munication error probability εcomm and computation error
probability εcomp. Since we have already proven that εcomm

is convex within the feasible set of (13) and the interval of
dom fn of (34), respectively, we only need to investigate the
convexity of εcomp. Assuming tr ≥ tth, we can show that the
second derivative:
∂2εcomp

∂m2
= (1− FDk

(d))
∂2G(tr − tth;σ, ξ)

∂m2

= (1− FDk
(d))

(1 + ξ)

T 2
Sσ

2
·
(
1 +

ξ(tr − tth)

σ

)− 2+ξ
ξ

≥ 0.
(44)

Moreover, it is trivial to show that ∂2εcomp

∂m2 = 0 if tr < tth.
As a result, εcomp is convex in m regardless of HARQ types,
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and hence the total error probability εtot,q is convex within
the feasible set of (13) and the interval of dom fn of (34),
respectively.

Similarly, we also characterize the convexity of total energy
cost with the current computation model as follows:

Corollary 2. The total energy cost Ētot with the consideration
of queuing delay is still convex within the feasible set of (13)
and the interval of dom fn of (34), respectively.

Proof. Recall that tq only influences the energy consumption
of computation while the convex features of the rest of energy
costs remain. Specially, according to Lemma 2 and Lemma
4, we can determine the convexity of total energy cost via
determine the sign of D

(n)
1 = E

(n)
c − E

(n−1)
c , ∀n ≤ N .

Therefore, we have:

D
(n)
1 =

∫ t(n)
r

0

ftq(τ)

(
Tmax − nt− (n− 1)tk)

2

− τdτ −
∫ t(n−1)

r

0

ftq(τ)

(Tmax − (n− 1)t− (n− 2)tk)2
dτ

≥
∫ t(n)

r

0

(
1

(Tmax − nt− (n− 1)tk)2

− 1

(Tmax − (n− 1)t− (n− 2)tk)2

)
ftq(τ)dτ

≥
∫ t(n)

r

0

(
1

(Tmax − nt− (n− 1)tk)2

− 1

(Tmax − (n)t− (n− 1)tk)2

)
ftq(τ)dτ = 0.

(45)
Hence, the total energy cost Ētot is convex within the consid-
ered interval.

According to above corollaries, Lemma 1-4 still hold after
introducing the queuing delay in the server’s queue tq, as well
as the computation error probability εcomp for both HARQ
type-I and type-II. In other words, although the optimal results
may vary, they can still be obtained via our proposed ap-
proaches in section III and IV without affecting our analytical
findings.

VI. NUMERICAL EVALUATION

In this section, we provide our numerical evaluations ob-
tained via Monte Carlo simulations to validate our analytical
model and evaluate the considered network.

A. Parameter Setup

We consider the following parameter setups: First, the data
size of a task is set to β = 240 bits. We assume a distance
of d = 50 m between the UE and the base station, while
adopting the NLOS path-loss model in [27], given by ϕ =
17.0+40.0 log10(d) with 2.4 GHz carrier frequency. Moreover,
we set the end-to-end latency to T = 60 ms and the symbol
length to TS = 0.025 ms. Furthermore, we set the bandwidth
to B = 5 MHz, transmit power to Pue = Pk = 20 dBm and
noise power to N = −174 dBm. Furthermore, we set tk = 3
ms for NACK. For the computation, we set the maximal CPU
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Fig. 3. Total energy cost Ētot,I versus blocklength m under number of
(re)transmission N = 1, 2, 3, 4.
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Fig. 4. Total energy cost Ētot,I versus blocklength m with variant setups of
end-to-end latency Tmax and SNR.

frequency to fmax = 3.5 GHz and total required workload
to c = 20 Mcycles. We also set the weight factors equally,
i.e., αt = αk = αc = 1. Finally, we consider an ultra-reliable
scenario, where the maximal allowed total error probability is
εtot,max = 0.00001. For the scenario with queuing delay , we
consider the queuing delay follows the exponential distribution
with average delay of 3ms.

B. HARQ type-I

We start with the numerical results under HARQ type-I.
First, we evaluate the impact of blocklength m on the energy
cost while considering different setups of N for HARQ type-I.
As shown in Fig. 3, the total energy cost Ētot,I is convex in
m for each setup of N , which confirms our analytical results.
In addition, it is shown that boosting N increases the energy
consumption. However, as N grows, the increment of Ētot,I

becomes smaller.
Secondly, by considering different setups of end-to-end

latency constraint Tmax and SNR, we show the total energy
cost Ētot,I versus blocklength m in Fig. 4. It can be observed
that all curves are also convex in m. In addition, the energy
costs (under different setups of Tmax and SNR) are highly
different when blocklength m is short. In fact, with long
m, the transmission is reliable, and thus the energy cost
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Fig. 5. Optimal energy const E∗
tot,I and optimal blocklength m∗ vs. error

probability threshold εtot,max. The optimal maximal allowed transmission
times N∗ is indicated with different line type.

Fig. 6. Total energy cost Ētot,II and the energy consumption for data-
transmission Ēt,II, for sending NACK Ēk,II, for computation Ēc,II versus
blocklength m with N = 4. mcut,n is indicated with vertical line.

increases sub-linearly along with m. However, note that the
blocklength is not always feasible due to the computation
time constraint (11c) and error probability constraint (11d).
Hence, the feasible values of m are therefore restricted within
a convex set. It is also worth to mention that this feasible
set of m shrinks while decreasing Tmax or SNR. In addition,
we observe that the convexity of the curves with a relatively
shorter Tmax is relatively sharper than the one with a longer
Tmax, i.e., the accuracy of the optimal solution of m is
more important for the considered system under a more strict
latency constraint. As the error probability is a monotonically
decreasing function with respect to both SNR and blocklength,
a longer transmission distance, i.e., corresponding to a lower
average channel SNR, significantly increases the energy con-
sumption.

Thirdly, we plot the minimized total energy cost Ē∗
tot,I and

corresponding optimal blocklength m∗ versus the target error
probability εtot,max in Fig. 5. In addition, the optimal solution
of allowed transmission attempts N∗ is also shown in the
plot. The figure reveals that for stringent εtot,max, it requires a
sufficiently long blocklength m∗, resulting in a higher energy
cost. Moreover, the dash line implies the optimal N∗ = 2

Fig. 7. Optimal energy cost versus maximal number of (re)transmission N
at different NACK-transmission lengths tk.

and the solid line represents the optimal N∗ = 3. It can be
intuitively interpreted from the perspective of the computing
energy consumption: if the target error probability is high,
the optimum is located at the short transmission duration,
with which both the computation energy consumption and the
communication energy consumption are low. To compromise
the relatively higher error probability caused by the short
blocklength, the system has to offer more retransmission
attempts. On the other hand, if the target error probability
is low, for the given channel quality, the system is expected
to have a longer blocklength to guarantee the reliability.
Meanwhile, to keep energy consumption low, the length of
the computation phase cannot be too short. As a result, the
allowed retransmission attempts are reduced.

C. HARQ type-II

Next, we move on to provide numerical results for HARQ
type-II. Fig. 6 depicts the impact of blocklength m to the
total energy cost Ētot,II as well as all energy consumption
components Ēt,II, Ēk,II and Ēc,II, which corresponds to Fig.
3 under HARQ type-I. We also set N = 4 in the figure.
To show the influence of the approximated error probability
in (23) to the system, we plot the expected energy consumption
with approximation in solid line and without approximation
in dash line, respectively. Regardless of the approximation,
the energy consumption is non-convex and non-concave with
respect to m. However, we can observe the energy cost shows
convexity within each domain dom fn after approximation
including the energy consumption from all sources, which
confirms the Lemma 4. In addition, the gap between dash
and solid line becomes high if m is closer to the boundaries
of domain, where the error probability of nth (re)transmission
increases significantly. Meanwhile, the gap shrinks while the
error probability of nth (re)transmission decreases. It implies
the approximation is accurate in the low error probability
cases, which are the scenarios we consider.

Subsequently, we plot the optimal energy cost ĒII,N by
solving Subproblem (33) versus maximal number of trans-
mission N for different transmission duration of sending
NACK tk in Fig. 7. To obtain the optimal solution, we have
to compare all ĒN and determine the minimum according
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Fig. 8. Optimal total energy cost Ē∗
tot,II versus workloads c with variable

length of NACK-transmission tk.

to Algorithm 1. Since each retransmission introduces extra
energy consumption into the system, small N is preferred if
tk is high. In our simulation, there exists no feasible solution
for (33) when N is greater than 4 as shown in upper subfigure
of Fig. 7. On the other hand, if tk is small, the more retrans-
mission attempts give the better system performance, since
it leads to low energy consumption in each retransmission.
The lower subfigure shows the extreme case of tk = 0,
which implies that sending NACK takes zero time duration.
In fact, if we consider an ideal scenario of HARQ type-II
neglecting of all cost for sending NACK (including energy
consumption of decoding), increasing N always leads to a
better performance, since erroneous transmissions have no
negative influence to energy consumption and the packets are
kept in the receiver anyways. The optimal solution is therefore
to choose as many transmissions as possible with the smallest
blocklength for transmission, i.e., N∗ = T

TS
and m∗ = 1.

Nevertheless, it implies that the cost for sending NACK cannot
be neglected in the practical system. To obtain the optimal
solution, all possible choices of N have to be evaluated and
compared accordingly. For instance, in the middle subfigure,
the minimum is located at neither boundaries but N = 3.

Next, we plot the optimal total energy cost Ētot,II versus
workloads c with variant length of NACK-transmission tk, as
shown in Fig. 8. We can observe that the increase of workloads
c also increases the energy cost regardless of tk. Note that
the maximal CPU frequency of the server is limited by fmax.
Therefore, if c or/and tk is too high, the system is unable
to provide the computation service within the end-to-end
latency requirement Tmax while fulfilling the error probability
constraints. As a result, increasing c also eventually leads to
infeasibility of the original Problem (29). By solely comparing
the performance with fixed c, we observe that increasing tk
also forces the server to execute the computational task with
higher CPU frequency, in order to finish it in time. Recall that
the objective function is actually an utility with the sum of
weighted. Therefore, to demonstrate the performance differ-
ence between only considering communication cost and our
objective, we also show the optimal energy cost Ē∗

t,II+ Ē∗
k,II.

Clearly, since the communication cost is not influenced by
the computation, it is directly corresponding to the minimal

Fig. 9. Total error probability εtot,II versus blocklength m with different
setups of N and SNR.

Fig. 10. Total energy cost Ētot,II versus blocklength m with and without
consideration of waiting time tq.

(expected) blocklength cost that satisfies the error probability
constraint. Therefore, increasing workload c does not has any
impact to communication energy cost.

D. Impact of The Queuing Delay

Although we have proven that our analytical results and
proposed approaches can be extended to the scenario taking
queuing delay into account seamlessly, the queuing delay tq
and computation error εcomp still bring significant impact on
the system performance, which should be carefully evaluated
as follows. We demonstrate the results for HARQ type-II,
where the performance of HARQ type-I is omitted to avoid
repetition.

First, we evaluate the impact of queuing delay on the
performance of total error probability εtot,II with different
setups of N and SNRs in Fig. 9. As expected, the monotonicity
of total error probability εtot,II no longer holds when we take
the influence of computation error into account. However, we
can still observe the convexity, which confirms the analytical
results of Corollary 1. In particular, after introducing the queu-
ing delay, higher m improves the reliability of transmissions
while leading to a shorter remaining computation time with
fixed end-to-end delay. In other words, there exists a trade-off
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Fig. 11. Performance comparison between the proposed design in FBL regime
and the one in the IBL regime.

between the communication phase and the computation phase
in the perspective of total error probability. due to the error
probability constraint εtot ≤ εtot,max, it also implies that the
reliability requirement becomes more stringent. As shown in
the figure, for the setups with low SNR and low retransmission
attempts, the problem may be infeasible.

Next, we further investigate the influence of impact of the
queuing delay on the energy cost in Fig. 10. It presents the
total energy cost Ētot,II versus the blocklength m with and
without consideration of queuing delay tq. As shown in the
plot, the number of convex sub-domain, i.e., the number of
local minima Ētot,II, depends on N . We can observe that the
curves in both cases have similar structure while the convexity
within each domain dom fn remains. However, the interval of
dom fn, i.e., the values of mcut,n, varies due to the impact of
εcomp on the total error probability. In particular, to achieve
the same error probability, it requires more blocklength to
compromise the negative influence of εcomp. Therefore, under
current setup, mcut,n is shifted slightly. On the other hand, to
adopt the random computation waiting time, CPU frequency
has to be increased accordingly to avoid violation of end-to-
end delay requirement T ≤ Tmax. Therefore, the energy cost
also increases significantly, as it is proportional to f2.

E. Performance Comparison

Finally, in Fig. 11 we compare the performance of HARQ
type-I and type-II while varying the end-to-end latency re-
quirement Tmax. In addition, the performance of the design
in the infinite blocklength (IBL) regime (ignoring the FBL
impact in the design) is also provided as the benchmark.
Note that the data transmission is error-free at the Shannon’s
capacity in the IBL regime, i.e., the data is transmitted only
once and no HARQ is applied. In total two groups of results
are provided in two sub-plots of Fig. 11. First, the exact total
energy cost performance is shown in the left sub-plot. With
the above results, it confirms that the total energy cost Ētot

decreases while increasing Tmax or decreasing β for both
types. In addition, As expected, HARQ type-II outperforms
type-I, especially when Tmax is short. On the other hand, the
gap between the two types of HARQ shrinks when a long Tmax

is available. With different setups of β, we observe that Ētot,I

changes dramatically due to the extra energy cost from either
increasing blocklength or adding additional retransmission
attempts to compromise the increased transmission rate. In
such cases, the performances of both types are even close,
where the advantage of HARQ type-II may not surpass the
implementation complexity introduced comparing to HARQ
type-I.

Another observation from the left sub-plot is that both
designs perform differently than the one ignoring the FBL
impact. We further show in the right sub-plot the performance
mismatch percentage of the proposed design in comparison
to the IBL ones, i.e., Etot,FBL−Etot,IBL

Etot,IBL
× 100%. The results

show more clearly the significant inaccuracy of the design
ignoring the FBL impact, especially when the the end-to-end
latency is short, or the packet size is large. Moreover, it should
be pointed out that if we check the FBL performance of the
optimal solution to the design in the IBL regime, it could
not satisfy the reliability constraints. In particular, the optimal
solution of the IBL design, which sets the coding rate to the
Shannon capacity, results in a significantly high error proba-
bility in the low-latency transmission with short blocklength
according to (3). Hence, the necessity of our design for a state
estimator with latency-critical estimation tasks, i.e., leveraging
the transmission error model to characterize the FBL impact
and applying the HARQ to improve the reliability, is highly
confirmed.

VII. CONCLUSION

In this paper, we studied a MEC network with HARQ
schemes in the FBL regime. For both HARQ type-I and HARQ
type-II, we provided corresponding optimal retransmission
scheme designs by optimally joint allocating the blocklength
of a single (re)transmission and determining the maximal
allowed transmission attempts, while the objective is to mini-
mize the expected total energy cost for both HARQ schemes.
In particular, when the network operates under HARQ type-I,
we address the original problem of the retransmission scheme
design by decomposing the original problem and characteriz-
ing the obtained subproblems. Following the characterizations,
we reformulated the original problem to be a solvable integer
convex problem. In addition, for retransmission scheme design
under HARQ type-II, we solve the problem in a split manner.
In particular, after decomposing the original problem into
non-convex subproblems, we cut the whole feasible duration
of each subproblem into a set of intervals and proved the
subproblem to be convex within each interval. An algorithm
addressing the flow of solving original problem for HARQ
type-II is provided. Furthermore, we showed that our proposed
approaches can also be extended with the scenarios that take
the impact of queuing delay into account.

Via simulations, we confirmed our analytical model and
evaluated the system performance. Moreover, we learnt that
the target error probability influences significantly not only in
the energy consumption of the system but also the maximal
transmission attempts. Finally, when comparing the results
of the two types of HARQ, the HARQ type-II outperforms
the HARQ type-I, which is as expected since the complexity
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of implementing HARQ type-II is significantly higher than
HARQ type-I. From this point of view, our results provide
guidelines for the designs of MEC networks with both low-
power low-cost sensors (where HARQ type-I fits well) and
smart sensors (where HARQ type-II is more preferred). Fi-
nally, the significant performance gain of our designs in
comparison to the ones ignoring the FBL impact is observed,
which confirms the necessity of a special design for the
considered network in the FBL regime.

Finally, it should be pointed out that the proposed ap-
proaches in this work have a high extensibility. Although
the considered problem is studied based on a MEC scenario,
our approaches can be applied to facilitate the designs with
the similar problem structure (blocklength resource allocation
with HARQ scheme), while the objective can be extended
to effective throughput or expected age-of-information. In
addition, the designs can also be extended to multiple hop
relaying systems or energy harvesting-enabled systems. More-
over, instead of unifying the blocklength of all transmission
attempts, one can extend this work to adjusting the blocklength
of current attempt according to the results of previous attempts,
i.e, via dynamic programming techniques.
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